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Abstract: Overproduction of tea in the major producing countries is an important factor which restricts the devel-
opment of tea. Therefore, the factors from the economic, social and environmental system affecting tea production 
have become the focus of both academia and practice. Random forest regression (RFR) and mean impact value (MIV) 
were applied to evaluate the weights of variables. Firstly, RFR was preliminarily used to build a well-trained model, 
and then the weights of variables combining with MIV were calculated. Then, a well-trained model was constructed 
after variable selection to evaluate the importance of tea production from 2007 to 2016. The results revealed that the 
economic system and the social system are the main factors that affect tea production. The net production value and 
total population have little negative effects on tea production, while the area harvested has a little positive effect. 
Based on the research findings, governments and enterprises should develop and upgrade tea production technology, 
promote the exchange and cooperation in the international tea trade, then ultimately achieve sustainable develop-
ment of the tea industry.
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Camellia sinensis (L.) is a species of evergreen 
shrub or small tree whose leaves and leaf buds are 
used to produce tea. Tea has the great potential to in-
crease income and social benefits for resource-poor 
small-scale farmers. Many existing studies in the 
literature have focused on the impacts of various vari-
ables related to the economic system, social system 
and environmental system on tea production (Qiao 
et al. 2016; Gunathilaka et al. 2018; Xiao et al. 2018). 
Compared with other factors, the increase in the tea 
plantations area is considered to be the most impor-
tant factor leading to the increase in tea production 
(Xiao et al. 2018). Limited opportunities for crop 
switching and lengthy pre-harvesting periods, make 
the plantation sector particularly vulnerable to cli-
mate change (Gunathilaka et al. 2018). Changes 

in temperature, rainfall, and the occurrence of ex-
treme weather events, for instance, have adversely 
affected tea production (Gunathilaka et al. 2017). 
Irrigation is essential to overcome insufficient rainfall 
and to achieve a stabilised yield for tea production 
(Hong and Yabe 2017). Life cycle assessment and 
data envelopment analysis were used to evaluate 
the energy efficiency and aid in the reduction of en-
vironmental burdens for tea production (Kouchaki-
Penchah et al. 2017). The stochastic frontier analysis 
was applied to measure the environmental efficiency 
of Vietnamese tea farms while chemical fertilisers and 
pesticides are widely used by tea farmers to increase 
yield (Hong et al. 2016).

The artificial neural network is not efficient in mod-
elling high-dimensional data while a nonlinear support 
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vector machine is not robust to the presence of noisy 
data (Ghasemi and Tavakoli 2013). Compared with 
other statistical approaches, such as linear regression 
(Grömping 2009) and support vector (Ishak 2016), 
the random forest has very high accuracy, ability 
to model complex interactions among predictor vari-
ables, and flexibility to perform several types of sta-
tistical data analysis (Culter et al. 2007). Random 
forest is a non-parametric, non-linear regression 
and classification algorithm (Breiman 2001) and widely 
used in chemometrics (Ghasemi and Tavakoli 2013), 
biomedical science (Wu et al. 2017), computer math-
ematics (Mendez and Lohr 2011) and other research 
fields (Hutengs and Vohland 2016). Initially proposed 
by Dombi et al. (1995), mean impact value is a feature 
selection method to evaluate the importance degree 
and has been considered as one of the best indicators 
for evaluating variable relevance (Fan et al. 2018). 
Mean impact value is usually combined with other 
statistical methods, such as support vector regression 
(Fan et al. 2018), back propagation (BP) model, factor 
analysis (Zhang and Jin 2018) and artificial neural 
network (Luo et al. 2016).

METHODOLOGY AND RESEARCH 
PROCESS

Methodology

BP neural network. The three-layer BP neural network 
with enough nodes in the hidden layer has the ability 
to simulate any complex nonlinear mappings. The par-
ticular three-layer BP neural network consists of three 
parts: the input layer, the hidden layer and the output 
layer. There is a certain number of nodes on each layer, 
and one node represents one neuron. For the input 
signals, they must first be propagated forward to the 
nodes in the hidden layer, then the output signals 
of hidden layer nodes are propagated to the output 
nodes after the ordinary transfer function, and fi-
nally, the output predictions are obtained. The initial 
weights are randomly set, and the fitting output values 
can be obtained by certain rules during the forward 
training process. Then, according to the differences 
between fitting data and actual data, the weights are 
modified in the backward process. 

Radial basis function neural network. A typical 
radial basis function (RBF) neural network is a three-
layer neural network, which includes the transparent 
input layer, the hidden layer with a sufficiently large 
number of nodes and the output layer. RBF neural 

network consists of large quantities of interconnected 
artificial neurons. More importantly, every neuron in the 
radial symmetric basis function network is wholly con-
nected with each neuron of the next layer. RBF neural 
network requires three parameters: the centre of the 
basis function, width and the weight parameters from 
the hidden layer to the output layer. In the input layer, 
the size of the nodes is mainly determined by the in-
put vector dimension. Meanwhile, the hidden layer is 
connected to the input nodes, where the output data 
dimension equals the size of the nodes. RBF neural 
network performs an arbitrary nonlinear mapping 
from the input space to the output space.

Support vector regression. While compared to an ar-
tificial neural network, the predictive ability of support 
vector regression (SVR) is demonstrated to maintain 
interpretability of the model and have better perfor-
mance. SVR is an extensively used machine learning 
algorithm grounded in statistical learning theory 
and for which training is efficient due to the convex-
ity of the training problem. Furthermore, the SVR 
formulation provides for an extension to nonlinear 
regression through kernel functions. In the SVR model, 
the original data is nonlinearly mapped to a higher 
dimensional feature space.

Random forest regression. Two parameters , 
the number of trees in the forest (ntree) and candidate 
features in each tree (mtry), are important in the ran-
dom forest regression algorithm. The default number 
of ntree is 500 (Adam et al. 2014), while mtry is usually 
equal to p/3 (Grömping 2009); p represents the total 
number of predicted variables. The process of building 
random forest regression can be divided into three 
steps as follows: i) extract the n sample training set 
randomly from the original sample by adopting boot-
strap method to form ntree regression trees, organise 
the samples not be collected each time as out-of-bag 
(OOB) data sets and treate them as test set for the vali-
dation; ii) extract mtry explanatory variables that are 
most effective in partitioning data from explanatory 
variables while mtry depends on the minimum ag-
gregate error rate of the OOB data sets; iii) integrate 
the generated regression trees into the random for-
est, then select the average value of all decision trees 
as the final prediction value.

Mean impact value. The brief calculation proce-
dures of mean impact value can be divided into four 
steps as follows: i) divide original samples into training 
set and testing set with a definite proportion, then 
train and simulate an effective model base on scien-
tific method; ii) transform each independent variable 
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in training sample by a given symmetric variation, 
which means that one independent variable is changed 
at a time, and other variables keep unchanged, to ob-
tain a pair of simulation prediction based on the well-
trained model; iii) calculate the differentials between 
the former pair of simulation prediction and note 
as iv(p)i; iv) average iv(p)i as the miv(p) which reflects 
the importance of variable p. A relatively higher ab-
solute values of miv(p) are considered to have greater 
influence. A positive value of miv(p) indicates a posi-

tive influence of a specific independent variable p 
on the response variable, whereas vice versa.

Combination of methodologies

The final set of variable importance measures 
of random forest regression may not include covari-
ate of interest and lacks interpretability. Therefore, 
avoiding using the three indicators mentioned before, 
random forest regression and mean impact value are 

Figure 1. Research process

BP – back propagation; RBF – radical basis function; SVR – support vector regression; MIV – mean impact value

Source: drawn by authors
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combined to calculate and rank the weight of selection 
variables impacting on tea production. 

Research process

The flow chart of this research is shown in Figure 1. 
This paper can be divided into four steps as follows: 
i) normalise the original data to facilitate machine 
learning algorithm; ii) based on the goodness of fit, 
evaluate the various methods and select the best meth-
odology for the subsequent calculation; iii) combine 
the methodology selected above with mean impact 
value, and calculate the weights of all primary char-
acteristics without time dimension; iv) combine the 
most appropriate methodology with mean impact 
value, then calculate the weights in every year of all 
characteristics selected above and reveal the effects 
of variables on tea production.

Methodology selection. The coefficient of determina-
tion (R2) (Wang et al. 2015), the mean absolute error 
(MAE) (Peng et al. 2018), the root mean square error 
(RMSE) (Zhu et al. 2017; Peng et al. 2018), and the mean 
absolute per cent error (MAPE) (Guo et al. 2011; Ren 
et al. 2014) which can be evaluated respectively as fol-
lows are applied to estimate the effect on forecasting 
in this study. When the R2 value closes to 1, meanwhile 
the MAE, the RMSE and the MAPE values verge on 0, 
the performance of the prediction model is outstanding.

Variables selection. In this process, the key is the ap-
plication of mean impact value. When calculating 
the MIV1 in Figure 1, the symmetric variations are 
specified as 10, 15, 20, 25 and 30%, respectively. By con-
trast, the symmetric variation is specified as 10% when 

calculating the MIV2. Based on the calculation results 
of MIV1, the variables with a cumulative contribution 
of more than 85% are selected. In the calculation of MIV, 
the initial parameters are used for the variable input 
values, and then the weight of the variables is measured 
by comparing the changes of the output values.

DATA AND VARIABLES

In order to maintain accuracy and continuity, the pri-
mary data of tea production in global major agricultural 
countries for the past 10 years with a span from 2007 
to 2016 were selected. In the end, 320 original samples 
from 32 countries were obtained and integrated. Ac-
cording to existing literature (Gunathilaka et al. 2018; 
Xiao et al. 2018), area harvested, gross production 
value, export quantity, import quantity, net produc-
tion value, gross domestic product (GDP) deflator, 
value-added deflator and exchange rate were chosen 
as economic system variables prepared for inputs 
(Table 1). Total population and rural population are 
regarded as social system variables, while temperature 
change reflects environmental system. All raw data 
without any other transformations are downloaded 
from the database of the Food and Agriculture Or-
ganization of the United Nations (UNFAO 2018).

RESULTS

By simulating four different machine learning models 
several times, the comparisons of four methodologies’ 
goodness of fit can be seen in Table 2. Comparing good-
ness of fit of methodologies, random forest regression 

Table 1. Descriptive statistics of all variables

Index Code Unit Mean Std. deviation Skewness Kurtosis
Production Y 104 t 14.125 35.982 3.884 16.027
Area harvested X1 104 ha 9.991 31.099 4.841 24.775
Gross production value X2 108 USD 3.634 14.151 5.881 36.613
Export quantity X3 104 t 4.946 9.826 2.203 3.648
Import quantity X4 104 t 1.464 3.382 3.818 15.126
Net production value X5 107 USD 6.362 18.317 5.062 28.170
GDP deflator X6 102 USD 1.021 0.161 0.212 –0.274
Value added deflator X7 102 USD 1.028 0.197 0.262 0.517
Exchange rate X8 103 per USD 1.619 4.896 3.642 13.409
Total population X9 107 persons 13.355 31.105 3.437 10.426
Rural population X10 107 persons 6.939 18.114 3.583 11.507
Temperature change X11 ˚C 0.827 0.470 0.679 1.352

Source: collation by authors
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is chosen finally and applied to calculate the weights 
of variables by combining with mean impact value. 
The results are shown in Table 3.

In order to accurately calculate the weight of each 
factor influencing tea production, random forest 
regression model and mean impact value method 
were combined in this study. The variation explained 
by random forest regression based on raw data reached 
99.06%, which indicated that the established model 
is extremely practical and effective.

By  further optimising the calculation process, 
six independent variables with a cumulative contri-
bution rate over 85% based on the weights ranked 
are selected, and the results are shown in Table 4. 
The magnitude of the variation of the independent 
variables is set to 10%, that is, the weights of the 
independent variables are calculated based on 10% in-
crease and 10% decrease respectively.

The economic system and social system are the main 
factors that affect tea production, which is consistent 

with the observation from Xiao et al. (2018). Some-
what different from the results of Table 3, the results 
of Table 4 show that there is a fluctuation to a certain 
extent in weight. Notably, the direction of export 
quantity, net production value and total population 
affecting tea production have been changed over time. 
Meanwhile, area harvested, GDP deflator and value-
added deflator remain positive weights in any year, 
indicating positive influences. The weight of the area 
harvested is small on the whole, indicating that with 
the development of science and technology, tea produc-
tion is not entirely limited by planting and harvesting 
areas. With a cumulative contribution rate over 91%, 
export quantity, GDP deflator and value-added defla-
tor play important roles and have positive influences 
on tea production in 2016. By contrast, the negative 
influences of net production value and the total popu-
lation on tea production are the most obvious about 
ten years ago. The favourable economic development 
circumstances and smooth export trade have enabled 

Table 2. Comparisons of methodologies

Methodologies/goodness of fit R2 MAE RMSE MAPE
BP-neural network 0.999 135.900 311.276 4.324
RBF-neural network 0.997 3709.257 20195.990 1.322
Support vector regression 0.999 75.974 92.632 6.826
Random forest regression 0.999 0.768 1.060 0.072

R2 – coefficient of determination; MAE – mean absolute error; RMSE – root mean square error; MAPE – mean absolute 
per cent error; BP – back propagation; RBF – radial basis function

Source: collation by authors

Table 3. Weights of all variables

Variables
Amplitude of symmetric variations (%)

10 15 20 25 30
Area harvested 0.077 0.082 0.084 0.100 0.144
Gross production value 0.056 0.059 0.055 0.062 0.067
Export quantity 0.101 0.091 0.100 0.083 0.092
Import quantity 0.009 0.004 0.006 0.006 0.005
Net production value 0.212 0.209 0.227 0.245 0.283
GDP deflator 0.089 0.103 0.090 0.101 0.099
Value added deflator 0.077 0.095 0.105 0.121 0.102
Exchange rate –0.014 –0.023 –0.016 –0.004 –0.000
Total population 0.347 0.315 0.278 0.225 0.173
Rural population –0.007 –0.008 –0.033 –0.048 –0.032
Temperature change 0.011 0.011 0.006 0.005 0.003

Source: collation by authors
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tea to be sold all over the world in recent years, es-
pecially to large tea-consuming countries that do not 
produce tea. Another interesting finding is that the 
positive and negative signs of the independent variables 
in 2007 are the same as in 2008, 2012, 2013, 2014 and 
2015. The situation in 2016 and 2011 is extraordinarily 
similar, which means that the weights of factors affect-
ing tea production will change somewhat in the next 
few years. There is thereby an urgent need, but it is 
still a significant challenge to clarify the influencing 
factors of tea production based on scientific methods.

DISCUSSION

From the above analysis, the results provide policy 
reference for improving the effectiveness of tea pro-
duction and balancing the production and market-
ing of tea industry in the world. These policies can 
increase the income of local tea farmers, promote 
the improvement of living standards, and ultimately 
reduce or even eliminate poverty. These effective 
recommended policies are as follows:

i) Some governments from the main tea producing 
areas should vigorously develop the tea industry and 
promote the development of agricultural economy 
according to their own advantages of the natural 
environment and climate conditions. In addition, 
the governments should encourage the promotion 
of tea production technology, and even as a major 
investor, they can subsidise the research and develop-
ment of tea production technology which is regarded 
as a basic public technology, so that tea practitioners 
can benefit from it.

ii) Enterprises can improve the tea production pro-
cess and actively develop new products based on tea 

raw materials to enhance the recognition of con-
sumers, especially the newest generation of youths. 
In addition, enterprises should fully develop technol-
ogy to improve tea production efficiency, promote 
the exchange and cooperation in the international tea 
trade, ultimately promote the sustainable development 
of the tea industry.

iii) As grass-roots farmers in tea production, they can 
control the planting area and do not blindly open up 
wasteland for farming without planning. Tea farmers 
can reduce the excessive use of chemical fertilisers and 
pesticides by introducing scientific management system, 
increase the unit yield of existing planting area, and 
make the quality of tea meet the health requirements.

CONCLUSION

The results reflect the tea production and trade 
situation of main tea producing countries and regions 
more intuitively. In addition, the methods have a cer-
tain reference value in other regions with the same 
economic crop. The main conclusions are drawn 
as follows:

i) The results show that tea production has been 
increasing continuously in  the past ten years , 
but the differences between countries and regions 
are obvious, that is, tea production is concentrated 
in a few countries and regions. Tea production and its 
influencing factors all show the distribution charac-
teristics contrary to the normal distribution, which 
indicates that the subject of this study is not suitable 
to adopt the traditional methods with the hypothesis 
of normal distribution.

ii) The results show that exchange rate and rural 
population have negative influences on tea production 

Table 4. Weights of all selected variables

Variables
Year

2007 2008 2009 2010 2011 2012 2013 2014 2015 2016
X1 0.020 0.015 0.003 0.005 0.018 0.015 0.009 0.010 0.008 0.006
X3 –0.081 –0.149 0.217 0.233 0.232 –0.112 –0.172 –0.120 –0.106 0.262
X5 –0.318 –0.328 0.170 0.224 –0.011 –0.382 –0.405 –0.420 –0.384 –0.054
X6 0.089 0.031 0.225 0.261 0.341 0.034 0.032 0.006 0.017 0.323
X7 0.088 0.033 0.229 0.263 0.353 0.033 0.030 0.005 0.018 0.331
X9 –0.404 –0.444 0.156 0.014 –0.045 –0.424 –0.352 –0.439 –0.467 –0.024

X1 – area harvested; X3 – export quantity; X5 – net production value; X6 – GDP deflator; X7 – value added deflator; X9 – total 
population; for explanation of variables see Table 1

Source: collation by authors
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while others have positive influences within the se-
lected time frame. It is noteworthy that net production 
value and total population are the main factors influ-
encing tea production within the selected countries 
and regions. The results state clearly that population 
composition and external economy are the important 
breakthroughs for the adjustment of tea production 
and consumption in the future, which is consistent 
with the actual situation.

iii) The results reflect a more complicated situation, 
that is, there is a fluctuation to a certain extent in weights 
of variables over time. Area harvested, GDP deflator 
and value-added deflator remain positive weights and 
influences while other factors are negative sometimes. 
How all the independent variables affect tea production 
and their positive and negative correlation over time 
need to be further analysed in the future.
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