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Abstract: Does the growth in non-agricultural sectors spill over to the agricultural sector of an economy? There 
is limited evidence available on the issue for the developing world, especially for Pakistan which has undergone large 
structural changes since its independence. This study examined the impact of sectoral growth linkages on agricul-
tural output of Pakistan for the period of 1960–2016. We have estimated an econometric model which incorporates 
inter-sectoral linkages of Pakistan economy using a Vector Error Correction Model (VECM). Our analysis revealed 
that the economy of Pakistan has shifted from an agricultural dominant economy to services-based economy during 
the past six decades. Results of VECM show that the industrial sector has a negative impact on the performance 
of agricultural output whereas services sector is influencing the output of agriculture sector positively in the long run. 
Short run results show that industrial sector is affecting the performance of agricultural output positively whereas 
services sector is influencing the output of agriculture sector negatively. Negative impacts of industry in the long 
run and services in the short run imply that agricultural sector should be given its due share in public investment 
and the role of middle man should be minimised at the time of sale of agricultural production in the markets.
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Agricultural sector plays a crucial role in the socio-
economic development and overall growth of many 
countries through its linkages with other sectors 
(Johnston 1970; Singariya 2016). Its role in food sup-
ply, safety, and environmental protection is important 
(Rehman et al. 2016). It is the primary source of em-
ployment and food security for most of rural popula-
tion in Pakistan (Chandio et al. 2016). Future success 
of these contributions depends mainly on the impact 
of agricultural sector on the growth of other sectors 
of the economy and on how other sectors stimulate 
the growth of agricultural sector. It is because structural 
changes in the economies have large impact on the 
composition of sectoral output. Importance of differ-
ent sectors in the overall output of an economy does 
not remain the same due to structural changes that 
take place over time in almost every country. There-
fore, understanding the role of agricultural sector and 

its linkages to the rest of the sectors of the economy 
is important especially for food security of a country 
like Pakistan which has undergone large structural 
changes since its independence.

From an agriculturally dominant economy up to 1960s 
Pakistan economy has been converted into services-
based economy, but agricultural sector still accounts 
for 25% of Pakistan’s Gross Domestic Product (GDP) 
and employs 45% of our labour force. Figure 1 shows 
that the share of agricultural sector over time declined 
from 46% in 1960 to 25% in 2016. With the declining 
share of agriculture, the share of industrial sector has 
increased but this increase is not that much as com-
pare to the decline in the share of primary sector. In 
1960, the share of industrial sector was approximately 
16% which has increased to 19% in 2016. With the 
changing contribution of agriculture and industrial 
sector to overall GDP, services sector did not remain 
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behind. During the early 1960s, the share of services 
sector was 38% and it was the second major sector 
of the economy. But since late 60s it has grown very 
rapidly and has become the top contributor to the 
country’s total output. Currently the share of this 
sector in our economy is more than 56% . The share 
of agricultural, industrial and services sectors in GDP 
changed from 46, 16 and 38% respectively in 1960 
to 25, 19 and 56% respectively in 2016.

Simply, we can say that Pakistan has shifted from 
an agriculture-based economy to services-based 
economy. This structural change implies that the 
share of commodity producing sectors (i.e. agricul-
ture and industry) has decreased over time while 
that of services (non-commodity producing sector) 
has increased sharply. This may be one of the reasons 
of hunger and food insecurity in Pakistan which 
is mainly the result of high inflation rates, particularly 
food inflation in the economy of Pakistan. Econo-
mies based on the highest share of services sector 
usually experience higher inflation rates than other 
economies (Joiya and Shahzad 2013).

The hypothesis of inter-linkages between different 
sectors of the economy is mainly based on dual eco-
nomic model of Lewis (1954) and on the theory of un-
balanced growth developed by Hirschman (1958). Lewis 
(1954) explains the role of agricultural and industrial 
sector in economic growth, and the inter-relationship 
between these two sectors. According to this model, 
agricultural sector is considered as the base for a 

developing country that generates capital for indus-
trialisation, which is the second stage of economic 
development. The process that transforms an economy 
from rural agricultural-sector-based to the modern 
industrial-sector-based should be based on balanced 
growth of all economic activities in order to attain 
self-sustaining growth (Lewis 1954). Hirschman 
(1958), in his theory of unbalanced growth, argues 
that balanced growth cannot succeed in achieving 
high growth rates because developing countries face 
demand and capital constrains. He is of the view that 
the sectors having the highest linkages may stimulate 
growth of production, employment, and income more 
rapidly. He proposes that initial investment should 
be made in social overhead capital (SOC), which 
is self propelling and will cause an increase in invest-
ment in direct productive activities (DPA). Therefore, 
the idea of unbalanced growth is also contaminated 
with inter-sectoral linkages.

Hirschman (1958) explains linkages of a sector with 
other sectors of the economy through their direct and 
indirect intermediate purchases and sales. According 
to Thirlwall (1995) and Saikia (2011), the relationship 
between agricultural and industrial sector had been 
examined from different channels because of the inter-
dependence between these two sectors of the economy. 
Firstly, agricultural sector supplies food to the industrial 
sector to absorb labour in industry. Secondly, it provides 
inputs such as tea, coffee, jute, and raw cotton used 
by the agriculture-based industries. Thirdly, industrial 
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sector also provides inputs, like pesticides, machinery, 
fertilisers to the agricultural sector. Fourthly, agricul-
tural sector affects the output of manufacturing sector 
through consumer demand. Fifthly, agricultural sector 
generates savings that can be used for industrial in-
vestments as well as for other sectors of the economy. 
Lastly, fluctuations in the output of agriculture sector 
may affect the decisions of private investors through 
the impact of terms of trade (Rangarajan 1982). Some 
of these inter-sectoral relations have already been 
modelled by Feder (1982, 1986) and Dowrick and Gem-
mell (1991).

Some of the channels emphasise the supply-side 
linkages for meeting their needs of inputs, while 
the stress of others is on demand-side linkages that 
arise from the inter-dependence of sectors for meet-
ing their demand for final consumption. Furthermore, 
based on the direction of interdependence between 
the sectors, the linkages may also be divided into 
two types. First one is the backward linkage which 
identifies the dependence of a sector upon other sectors 
for its input supplies, and the second one is forward 
linkage that determines how the output of a sec-
tor is distributed to the remaining economy. Unlike 
the two-way interdependencies between the agricul-
tural and industrial sectors, linkages between agri-
cultural and services sectors are one-way only and 
are mainly backward linkages, whereas industry has 
both forward and backward linkages with services 
sector and the levels of linkages are much higher 
than in case of the agricultural sector. Furthermore, 
services sector has much stronger backward linkages 
than forward linkages with both agricultural and in-
dustrial sectors (Singh 2007). Inter-linkages of these 
sectors affect the output of agricultural sector. Major 
portion of agricultural output is composed of food 
items, and hence these inter-sectoral linkages may 
also play a key role in determining the food supply 
in the long run.

Once these inter-linkages have been identified, 
the information can be used to determine the effects 
of different policy measures adopted by the country. 
For instance, the presence of a long-run equilibrium 
between different sectors of the economy could have 
affected certain policy outcomes. For example, agri-
cultural and industrial sectors might have developed a 
negative relationship in the short-run, while the long-
run relationship is positive. It means that the short-
run impact of industrial sector growth on agriculture 
sector will be negative; however, the long-run effect 
on agricultural sector will be positive. Therefore, un-

derstanding both short- and long-run inter-linkages 
and their implications could be helpful in explaining 
certain policy outcomes and also in classifying the 
optimal policy for the country (Gemmel et al. 2000).

Hence the objective of this study is to investigate 
the dynamics of short run and long run impacts of in-
ter-sectoral linkages on agricultural output and to de-
rive possible implications for food security in Pakistan. 
This study will help the policy makers to design ap-
propriate policies with respect to the linkages between 
different sectors of the economy and their impact 
on food supply.

MATERIAL AND METHODS

Model specification

In order to analyse the linkages between the grow-
ing sectors of Pakistani economy, this study adopted 
the Feder (1982) two sector model, extended to three 
sectors by Gemmell et al. (2000). Services sector has 
been ignored in many of the past studies, and sectoral 
linkages that involve services sector have been docu-
mented mostly in separate literature, such as Gemmell 
(1982) and Bhagwati (1984). The advantage of this 
model is that it explores linkages between sectoral 
outputs in both short and long run even in the absence 
of input data. Gemmell specifies production functions 
for the three sectors as follows:

     ,  ,  , a aA f K L I S 	 (1)

     , ,  , i iI f K L A S 	 (2)

     , , ,s sS f K L I A 	 (3)

where A – agricultural output, I – industrial output, 
S – services sector output, and Ka – capital in agricul-
ture, La – labour in agriculture, Ki – capital in industry, 
Li – labour in industry, Ks – capital in services sector, 
Ls – labour in services sector.

By assuming that the production functions in Equa-
tions (1–3) are linear functions of the relevant ex-
planatory variables, we may write these functions as:

   φ α β γ γi s
a a a a a a aA L K I S     	 (4)

φ α β γ γa s
i i i i i i iI L K A S     	 (5)

φ α   β γ γ  i a
s s s s s s sS L K I A     	 (6)
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where φ represents the intercept and a, i and s rep-
resent agricultural, industrial, and services sectors 
respectively. Marginal products are denoted by α 
and β signs, while the externality effects by γ signs 
that allow for two-way possible spill-overs. It follows 
the Feder (1982) and Feder (1986) assumption that 
marginal productivity differences between sectors are:

α β 1 δ , δ 0;   ,
α β

t t
t t

a a

t i s     	 (7)

The coefficient δt denotes the measure of efficiency 
of the resource use in sector t as compared to agriculture.

Adding Equations (4–5) and (6) yields the total 
output (Y) as follows: (Let φ = φa + φi + φs).

φ α     β    γ    γ α β γ γ α     β   γ γi s a s a i
a a a a a a i i i i i i s s s s s sY L K I S L K A S L K A I            

α β α βα  ,  β  ,    α and   β
1 δ 1 δ 1 δ 1 δ

i i s s
a a a a

i i s s

   
   

Since

1 δ 1 δ 1 δ 1 δφ α     β    γ    γ α β γ γ α   β      
1 δ 1 δ 1 δ 1 δ

i s a si i s s
a a a a a a i i i i i i s s s s

i i s s

Y L K I S L K A S L K
          

                            
 γ    γa i

s sA I 

α δ β δ αφ α     β    γ    γ α β γ γ
1 δ 1 δ 1 δ 1 δ 1 δ

i s a si i i i s
a a a a a a i i i i i i i i s

i i i i s

Y L K I S L L K K A S L            
    

δ β δα     β      γ    γ
1 δ 1 δ 1 δ

a is s s
s s s s s s s

s s s

L K K A I    
  

δ δ δφ α     β    γ    γ α α β β γ γ α α    
1 δ 1 δ 1 δ

i s a si i s
a a a a a a a i i i a i i i i i a s s s

i i s

Y L K I S L L K K A S L L             
  

δβ β      γ    γ
1 δ

a is
a s s s s s

s

K K A I   


     δ δφ α β   α β (α   β   ) γ  γ γ γ  
1 δ 1 δ

i s a si s
a a i s a a i s i i i i s s s s a a i i

i s

Y L L L K K K L K L K I S A S               
 

   γ    γa i
s sA I 

Collecting the like terms and taking out the common factor where possible:

Let L = La + Li + Ls, K = Ka + Ki + Ks and noting from Equations (5–6):

   δ δ φ α β φ γ γ φ γ γ γ γ γ γ γ   γ
1 δ 1 δ

a s a i i s a s a ii s
a a i i i s s s a a i i s s

i s

Y L K I A S S A I I S A S A I                
 

Opening the parenthesis:

δ δ δ δ δ δ δ δ φ φ φ α β   γ γ γ   γ
1 δ 1 δ 1 δ 1 δ 1 δ 1 δ 1 δ 1 δ

a s a ii s i i i s s s
i s a a i i s s

i s i i i s s s

Y L K I A S S A I           
       

γ    γ γ γ    γ    γi s a s a i
a a i i s sI S A S A I     

Let δ δφ φ φ φ
1 δ 1 δ

i s
i s

i s

 
 


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δ δ δ δ δ δ φ α β   γ γ γ   γ  
1 δ 1 δ 1 δ 1 δ 1 δ 1 δ

a s a ii i i s s s
a a i i s s

i i i s s s

A I S L K I A S S A I           
    




γ    γ γ γ    γ    γ    i s a s a i
a a i i s sI S A S A I     

Taking the terms of agricultural sector on the left side and of other sectors on the right side and then simplifying:

(as Y = A + I + S)

1 1
γ γ1 1γ  γ

γ γ   γ γ   1 δ 1 δ 1 δ 1 δ1 φ 1 (α β )
γ γ   γ γ  1 δ 1 δ 1 δ 1 δ 1 1

1 δ 1 δ 1 δ 1 δ

i s
i ss i
a aa a a a

i s i s i s s i
a a a a a a

i s i si s i s

i s i s

A L K I S
 

   
                                              



  

To eliminate the factor inputs from the above model, we adopt the Feder (1982) and Feder (1986) assump-
tion that marginal productivity of labour and capital in agricultural sector is proportional to the average 
productivity in economy as a whole, so that:

α α and β βa a
Y Y
L K

       
   

And as we know that Y = A + I + S; after some manipulations it yields:

   
1 1 1

γ γ   γ γ   γ γ  1 1 α β 1 φ 1 α β
1 δ 1 δ 1 δ 1 δ 1 δ 1 δ

a a a a a a
i s i s i s

i s i s i s

A I
        

                           


 

 
1

γ γ1 1γ  γ
1 δ 1 δ γ γ   1 δ 1 δ1 α β
γ γ   γ γ  1 δ 1 δ1 1

1 δ 1 δ 1 δ 1 δ

i s
i ss i
a aa a

i s i s s i
a a a a
i s i si s

i s i s

I S S


   
                                    

   γ γ   γ11 α β α β γ
1 δ 1 δ 1 δ 1 δφ

γ γ   γ γ   γ γ  1 1 1
1 δ 1 δ 1 δ 1 δ 1 δ 1 δ

a a i
ii s s
a

i s i s
a a a a a a
i s i s i s

i s i s i s

A I

   
                  

   
              



 

  γ1α β γ
1 δ 1 δ

γ γ  1
1 δ 1 δ

s
s i
a

s i
a a
i s

i s

S

 
      

 
    

 
 

 
 

 

γ γ1 1α β γ α β γ
1 δ 1 δ 1 δ 1 δφ

γ γ   γ γ   γ γ  1 α β 1 α β 1 α β
1 δ 1 δ 1 δ 1 δ 1 δ 1 δ

i s
i ss i
a a

i s s i
a a a a a a
i s i s i s

i s i s i s

A I S

     
                      

     
                         





 
φLet    φ

γ γ  1 α β
1 δ 1 δ

a a
i s

i s


   








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Therefore, the Equation (8) can be simplified as follows:

0 1 2β β βA I S   	 (9)

This shows that A = f (I, S). Here, β0 represents 
intercept, β1 measures the effect of any expansion 
in  industrial sector on the output of agricultural 
sector, whereas β2 denotes the effect on the output 
of agricultural sector that results from any expan-
sion in services sector, and these sectoral effects may 
be negative or positive.

DATA AND METHODOLOGY

In order to analyse the impact of sectoral growth 
on agricultural output by using Equation (9), we have 
employed annual time-series data on the sectoral 
output (agricultural, industrial, and services sectors) 
for Pakistan economy with constant base of year 2005 
in Pakistani Rupee for the period of 1960 to 2016. 
Data has been taken from the dataset of the World 
Bank (World Bank 2016).

Testing the stationarity of the data is the first step 
in time-series analysis. Estimation technique is de-
cided on the basis of stationarity of the data, because 
most of time-series are non-stationary; therefore, 
traditional Ordinary Least Squares (OLS) method 
cannot be applied for such series as it gives spurious 
results in that situation. Therefore, all variables are 
tested for stationarity by Augmented Dickey-Fuller 
(ADF) test developed from Dickey and Fuller (1979) 

and Phillips-Peron test developed by Phillips and Peron 
(1988), before estimating a model.

The null hypothesis which we have to test is that 
the variable under consideration is non-stationary, 
i.e. it contains unit root, while according to its alter-
native hypothesis the variable is stationary:

H0: β1 = 1	 (10)

H1: β1 < 1	 (11)

The usual t-statistic along with the tabulated values 
of MacKinnon (1991) are used to reject or accept 
the above null hypothesis.

After testing the stationarity, the next step is to de-
termine the number of co-integrating vectors. There 
is a variety of methods available to test for co-inte-
gration between variables. Engel-Granger approach, 
Johansen co-integration technique and Autoregressive 
Distributed Lag (ARDL) approach to co-integration 
are the most famous among these available methods. 
Engel-Granger approach is useful for the models with 
two variables only. In case of models with more than two 
variables, Johansen approach and ARDL approach to 
co-integration are used. In this study, we have employed 
Johansen procedure to test co-integration developed 
by Johansen and Juselius (1992) because our model 
contains more than two variables and order of integra-
tion among the variables is one. To employ Johansen 
procedure to test co-integration, trace test statistics 
and maximum Eigen value test statistics are applied:

 
 

 
 

γ γ1 1α β γ α β γ
1 δ 1 δ 1 δ 1 δφ
γ   γ γ   γ1 α β 1 α β

1 δ 1 δ 1 δ 1 δ

i s
i ss i
a a

s i s i
a a a a
s i s i

s i s i

A I S

   
                  

   
              









After some simplification, the following results are yielded:

 

   

 

   

γ 11 δ α β γ 1 1 δ α β γ γ
1 δ 1 δ

φ
γ γ1 δ 1 α β γ 1 δ 1 α β γ

1 δ 1 δ

i
i s ss

i a i a i
s s

a a
a as s

i i i i
s s

A I S

      
                              
                        





(8)

Letting
 

   

 

   
0 1 2

γ 11 δ α β γ 1 1 δ α β γ γ
1 δ 1 δ

β φ ,  β , β
γ γ1 δ 1 α β γ 1 δ 1 α β γ

1 δ 1 δ

i
i s ss

i a i a i
s s

a a
a as s

i i i i
s s

      
                              
                        









284

Original Paper	 Agricultural Economics – Czech, 65, 2019 (6): 278–288

https://doi.org/10.17221/314/2017-AGRICECON

 
^
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λ ln(1 λ )
n

itrace
i r

r T
 

   	 (12)

 
^

1λ ,  1 ln 1  λimax r r T 
     
  	 (13)

where T denotes the number of usable observations 
and 

^
λi  are estimated values of characteristic roots 

that can be obtained from the estimated matrix (π). 
Equation (12) tests the null hypothesis that there 
are at most r different co-integrating vectors whereas 
the Equation (13) tests the hypothesis of r co-integrat-
ing vectors against an alternative hypothesis of r + 1 
co-integrating vectors. These calculated statistics will 
be compared to the critical values to reject or accept 
the null hypothesis.

After establishing the long run relationship among 
the variables, the next step is to estimate Engle and 
Granger (1987) vector error correction model (VECM). 
The purpose of VECM is to estimate the long run co-
efficients along with short run dynamics. The general 
model of VECM may be described as follows:

1

1
1

  τ μ ε
p

t i t i t i t
i

Y Y Y D


 


       	 (14)

The following hypothesis is tested for the existence 
of co-integration:

 1 : αβH r   	 (15)

The detection of VECM implies the presence 
of a long run stable relationship between dependent 
and independent variables. It also provides us with 
the long run adjustment coefficient along with short 
run estimates. Moreover, based on the long run ad-
justment coefficient, weekly exogenous variables can 
be identified. Weekly exogenous variables are tested af-
ter the number of co-integrating vectors is determined. 
“A variable Z is weekly exogenous if it is only a function 

of lagged variables, and the parameters of the equa-
tion generating Z are independent of the parameters 
generating the other variables in the system (Asteriou 
and Hall 2007).” If a variable is weekly exogenous, 
its equation can be dropped from the endogenous 
part of the system. Before testing for week exogeneity, 
diagnostic tests are applied to test the validity of model. 
These include Breusch-Godfrey serial correlation 
LM (Lagrange multiplier) test, Jarque-Bera test for 
normality of residuals, and Autoregressive conditional 
heteroskedasticity (ARCH heteroskedasticity) test.

RESULTS AND DISCUSSION

Table 1 contains the results of ADF and Philips-
Perron tests in order to detect the order of integra-
tion of the respective variables. It can be shown 
that we are unable to reject the null hypothesis 
of unit root at level for agricultural output (A), in-
dustrial output (I) and services sector output (S), 
i.e. all of the variables are non-stationary at level. 
However, all series become stationary after taking 
first difference as indicated by the respective p-values. 
Hence, order of integration is one. So, the next step 
is to determine the number of co-integrating vectors 
by Johansen co-integration test.

Based on the results given in Table 2, both trace 
test statistics and maximum Eigen value test statistics 
reject the null hypothesis (H0) of zero co-integrat-
ing vectors, but on the other hand, the alternative 
hypothesis (H1) of one co-integrating vector is not 
rejected. It means that there is one co-integrating 
vector between the three sectors of Pakistan economy. 
We can now proceed to estimate VECM. However, 
before approaching VECM, diagnostic tests were 
applied to check the validity of the model. Since the 
results of all diagnostic tests given in Table 3 confirm 
the validity of our model as we are unable to reject the 

Table 1. Results of Augmented Dickey Fuller and Philips-Perron tests

Variables
Level First difference

I(d)ADF Philips-Perron ADF Philips-Perron
test-statistic p-value test-statistic p-value test-statistic p-value test-statistic p-value

Ln (A) –2.4420 0.3549 –2.4420 0.3549 –9.2404 0.0000 –9.8007 0.0000 I(1)
Ln (I) –2.3842 0.3835 –2.3704 0.3905 –6.1978 0.0000 –6.1488 0.0000 I(1)
Ln (S) –1.5077 0.8129 –0.9900 0.9370 –6.2985 0.0000 –6.3312 0.0000 I(1)

I(d) – integrated of order “d”; ADF – Augmented Dickey Fuller; ln (A) – natural log of agricultural output; ln (I) – natural log 
of industrial output; ln (S) – natural log of services sector output

Source: authors’ calculation

^
λi

^
λi

^
λi
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null hypothesis of no serial correlation, error terms 
are normal and no ARCH, hence the resulting model 
is called VECM and its results are given in Table 4.

The long run adjustment factor for the agricul-
ture output is significant, negative as well as less 
than one, and it shows that there is stable long run 
relationship between agricultural output, industrial 
output, and services sector output of Pakistan econ-
omy. Its value is –0.0605 which shows that the speed 
of adjustment towards equilibrium is 6.05% per year 
because we have used annual data. The negative sign 
and the value of this long run adjustment factor be-
tween zero and one is the indication of a long run 
stable relationship.

The effect of the lag value of agricultural output 
is found to be negative in the dynamics of short run 
because the higher output of last year may reduce 
the fertility of land and hence causes the output of ag-
riculture in current year to fall, as 85% of farmers own 
less than 2.5 ha of land in Pakistan and are usually 

unable to afford or use significant amount of fertilisers 
to maintain the fertility of their land for the next year 
production. Agricultural output is found to be posi-
tively related to the industrial sector growth in the short 
run. As industrial output grows, the demand for inputs 
from the primary sector also increases, encouraging 
agricultural activities to grow, too.

The negative impact of services-led growth 
in the economy is due to the fact that economies 
with high share of services sector experience high rate 
of inflation which reduces the savings of agricultural 
sector and hence investment. The low level of invest-
ment in this sector may reduce the level of capital stock 
and result in negative relationship between services 
sector and agricultural sector. Moreover, the prices 
of agricultural inputs increase due to inflation caused 
by services-led growth which also affects agricultural 
output negatively. Another reason may be the role 
of middlemen at the time of sale of agricultural prod-
ucts in the markets, which can be a constraint for small 
farmers preventing them from accessing the markets. 
These effects not only reduce the income of small 
farmers, but also deteriorate the food security of ur-
ban consumers.

Long run relationship between agricultural and in-
dustrial sectors came out as negative for our economy. 
It means that as industrial sector output grows, the av-
erage growth of the agricultural sector will diminish 
in long run, as all other factors that may have an effect 
on the agricultural sector are kept constant. Litera-
ture shows that industrial sector may have a negative 
or positive impact on the health of agriculture. There 
are many factors which may have contributed to this 
negative impact of industrial sector on agricultural 
growth of Pakistan. The following discussion will 
provide some possible explanations for this negative 
impact of industry.

One possible explanation is that the agriculture 
sector has been treated unfairly by the government 

Table 2. Summary of Johansen co-integration test

Eigen value
Trace test Maximum Eigen values

hypothesised
trace critical value 

at 0.05
hypothesised maximum 

Eigen
critical value 

at 0.05H0 H1 H0 H1

0.3381 r = 0 r > 0 31.9921* 29.7970 r = 0 r > 0 22.2832* 21.1316
0.1176 r ≤ 1 r > 1 9.7089 15.4947 r ≤ 1 r > 1 6.7548 14.2646
0.0532 r ≤ 2 r > 2 2.9542 3.8415 r ≤ 2 r > 2 2.9542 3.8415

*the rejection of null hypothesis of no co-integration at 5% level of significance; r –number of cointegrating equations

Source: authors’ calculation

Table 3. Results of diagnostic tests

Breusch-Godfrey serial correlation LM test 
(H0: no serial correlation)
F-statistic 0.2466
Probability F(2, 48) 0.7825*
Jarque-Bera normality test (H0: error terms are normal)
Jarque-Bera statistic 1.1751
Probability 0.5557*
Heteroscedasticity test: ARCH (H0: no ARCH)
F-statistic 0.5963
Probability F(1, 46) 0.4435*

*shows the failure to reject null hypothesis; LM test – La-
grange multiplier test; ARCH – autoregressive conditional 
heteroskedasticity test

Source: authors’ calculation
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policies in terms of low investments by the government 
and high prices of inputs. Moreover, most of the time 
our industrial sector has been promoted at the ex-
pense of agricultural sector. Many policies which have 
been implemented to encourage the industrial sector 
at the expense of agriculture also did not give the in-
tended results (Hassan 1998). Hussain (1999) shows 
that the resources were transferred from agricultural 
sector to industrial sector in Pakistan and prices 
of manufactured goods remained high as compared 
to agricultural commodities. This type of actions may 
have adversely affected the output of agricultural sec-
tor. However, it cannot be ruled out that while both 
of these sectors benefit each other, industrial sector 
has gained more from the traditional agricultural 
sector in Pakistan. We thus need to develop agricul-
ture more, as Yoa (1996) suggested that agricultural 
sector growth and rural sector development should 
be the main concern of the policy makers because such 
growth helps the industrial sector to grow even faster.

The conventional economic growth theory also 
supports this long run negative impact of industrial 
output on the output of agricultural sector. According 
to this theory, with economic growth the significance 
of agricultural sector decreases because resources, such 
as land, labour, and capital, are transferred to the more 
productive and efficient industrial sector. Therefore, 
this negative sign on the industrial sector is not a sur-
prising one.

Long run impact of services sector on agricul-
tural sector can be positive or negative depending 

on the stage of development. Services sector stimulates 
agricultural and industrial sector growth in the early 
stages of economic development; hence, a positive 
relationship can be expected. On the other hand, 
the more mature and developed economies transfer 
their resources, for example land, labour, and capital, 
to services sector because of higher income elasticities 
in this sector than in case of agricultural and indus-
trial products. This results in a negative relationship 
between agricultural and service sectors.

Results show that service sector positively affect 
the agricultural sector in the long run, because agri-
cultural activities usually take place in less developed 
areas and small improvements in infrastructure may 
remove large obstacles in terms of access to the mar-
kets. Better access to markets provided with the 
growth of services sector provides incentive to farm-
ers to produce more, and it also helps to distribute 
this agricultural output across the country. Moreo-
ver, the growth in services output results in bet-
ter infrastructure and other facilities, reducing the 
transportation costs and thus encouraging agricul-
tural activities. The results indicate that agricultural 
sector in Pakistan has indeed benefitted from the 
faster growth of services sector. Improvements in 
infrastructure, finance, marketing, and other facili-
ties may have developed a positive backward linkage 
to agricultural sector. The direction of sign confirms 
the progressing stage of Pakistan economy. Thus, 
services sector plays a significant and positive role 
for agricultural sector of Pakistan economy.

Table 4. Summary of vector error correction model

Dependent variable
Long run coefficients Short run coefficients

ln (A) t-statistic* D (ln (A)) t-statistic*

Intercept 0.3611 – 0.0485 4.2794
ECT –0.0605 –2.0988 – –
Ln (I( – 1)) –2.6883 3.5150 – –
Ln (S( – 1)) 3.5485 –4.1784 – –
D (ln (A( – 1))) – – –0.2214 –1.7070
D (ln (I( – 1))) – – 0.2306 1.9065
D (ln (S( – 1))) – – –0.3669 –1.9521

*indicates that the estimated coefficients are significant; ln (A) – natural log of agricultural output; D (ln (A)) – first difference 
of natural log of agricultural output; ECT – error correction term; ln (I( – 1)) – first lag of natural log of industrial output; 
ln (S( – 1)) – first lag of natural log of services’ output; D (ln (A( – 1))) – first difference of first lag of natural log of agricultural 
output; D (ln (I( – 1))) – first difference of first lag of natural log of industrial output; D (ln (S( – 1))) – first difference of first 
lag of natural log of services’ output

Source: authors’ calculation
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The positive impact of services sector may also be ex-
plained in another way. Faster growth in services sector 
increases aggregate demand and hence encourages 
agricultural sector. As services sector provides storage, 
ports, transportation, marketing, health, education, 
telecommunication, financial and insurance services 
to the economy, in the long run it has a positive effect 
on the performance of agricultural sector which can 
boost the food availability in the country and make 
it food secure. Henneberry et al. (2000) also found 
the same relationship between GDP of agricultural 
and transport sectors for Pakistan economy.

The contradiction between short run and long run 
signs associated to the industrial sector output is ex-
plained by the government policies discussed above 
that result in the inverse relationship between these 
two sectors in the long run. If government promotes 
the agricultural sector, the growth of this sector will 
also enhance the industrial activities and hence a posi-
tive relationship will result, as Yoa (1996) suggested 
that agricultural sector growth and rural sector de-
velopment should be the main concern of the policy 
makers because such growth also helps the industrial 
sector to grow faster.

CONCLUSION AND POLICY 
IMPLICATIONS

This study examines the inter-sectoral linkages of ag-
ricultural sector and its policy implications for food 
security in Pakistan. Time-series analysis was carried 
out to study the impact of sectoral output on agricul-
tural production. For this purpose, Johansen approach 
to co- integration and VECM were used. 

Results of VECM show that there is a stable rela-
tionship between agricultural, industrial, and services 
sector output. Industrial sector has a negative effect 
on the performance of agricultural sector output in the 
long run due to rapid urbanisation and harmful envi-
ronmental effects of industrialisation. On the other 
hand, services sector is influencing the output of ag-
ricultural sector in the long run positively because 
growth in services output results in better infrastruc-
ture and other facilities, reduces the transportation 
costs, and encourages agricultural activities. Short run 
results show that industrial sector is positively affecting 
the performance of agricultural output because growth 
in industrial output enhances the demand for inputs 
from the primary sector and hence it encourages ag-
ricultural activities to grow, too. On the other hand, 
services sector is influencing the output of agricultural 

sector in the short run negatively due to inflation-
ary pressure. Inflation not only reduces the income 
of small farmers, but it also deteriorates the food 
security of the country.

Based on the results presented in this study, it can 
be concluded that we are still lagging behind many 
nations of the world. Even after more than six dec-
ades, agricultural sector in Pakistan has not reached 
to its potential level. The underlying reason is the bi-
ased policies of the government. Most of the time, 
excessive protection of industrial sector by the gov-
ernment resulted in inefficient allocation of resources 
in the industrial sector. Fiscal policy steps of the gov-
ernment show that policy-makers have been ignoring 
agricultural sector while industrial and services sectors 
are promoted. This type of exercise has adversely af-
fected the agricultural output and hence food security 
in the long run. Therefore, policy makers are advised 
to revise their policy for promoting industrial sector 
at the expense of agricultural sector.
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