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Abstract: In the contribution, there is discussed the usage of the method based on the grammatical and differential evolu-

tion for the automatic discovery of regression models for discrete datasets. The combination of these two methods enables

the process to find the precise structure of the mathematical model and values for the model constants separately. The used

method is described and tested on the selected regression examples. The results are reported and the obtained mathema-

tical models are presented. The advantages of the selected approach are described and compared to the classical methods.
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The regression of a discrete dataset is a task which
has to be solved if we need to obtain a mathematical
model of the acquired data (Vesely 2011). The regres-
sion will result into a mathematical function which
approximates the dataset. As stated in (Meloun and
Militky 1994), there are cases where the mathemati-
cal model is known and the task is limited to finding
the specific constants which suits the model best. A
more difficult scenario is that we are not sure which
mathematical model describes the dataset well and
we need to find one and also to optimize its constant
values. Such problem can be solved with the gram-
matical evolution (Koza 1992; O’Neill et al. 2004).

In this contribution, we will describe and explain
the solution of the regression problem using the
grammatical evolution and differential evolution on
the selected examples. We will present the advan-
tages and results of such approach. For testing, we
selected a textbook example from (Meloun 1996) of
a regression used for the mental load dataset. Two
variants of that example were used. The quality of
solution is measured using the SSE (Sum of Squared
Error) value.

Our target is to demonstrate the power of the two-
phase grammatical evolution approach and to test
whether this approach is capable to compete with the
classical methods. A regression task can be completely
automated by using this approach. Such automation
can save expensive human resources.

MATERIAL AND METHODS

In this chapter, the testing data and used algorithms
will be described. Also the settings for evolutionary
process along with the grammar for chromosome
translation will be disclosed.

The problem and data

As mentioned, two variants of one example were
selected for the method testing. Both datasets are
measurements of the mental load of an intensive
brain activity of the test person from the textbook
(Meloun 1996). The measurement contained values of
the mental load measured over time with 1s step. In
the source literature, a formula of the mathematical
model was presented. The formula can be found as
the equation (1). The variable x is the time measured
in seconds.

y(x) =a+ b x e (1)

The two datasets were named CASY3 and CASY5.
Figure Figure 1. The visualized CASY3 dataset (a)
and CASY 5 dataset (b) contains the plots of both
datasets. The vertical axis of plots is set to the in-
terval of interest on purpose. We can observe that
the beginning of both datasets has roughly constant
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Figure 1. The visualized CASY3 (a) and CASY 5 (b) dataset

Source: Meloun (1996)

values and from the beginning of the experiment
(which exact time is given in the task definition),
the value starts to decrease. The presented formula
is valid only for those decreasing parts of datasets.
The constant part of the measurement was removed.
The beginning of the dataset CASY3 is from ninth
second and the beginning of the CASY5 dataset is
from fifth second.

The values of constants a4, b and ¢ given in the
problem definition are disclosed in Table 1. The
constants of the problem model. The mathematical
model quality is measured using the SSE value which
is also presented in the same table.

Evolutionary methods

Evolutionary methods are the algorithms inspired by
the evolution in living nature. Genetic algorithms, the
grammatical evolution and the differential evolution
are methods belonging into this algorithm category
(Mitchell 1999). These optimisation algorithms are
iterative and stochastic. At present, they are being
used in various fields of research. Their largest ad-
vantage of these methods is the capability to solve
almost any difficult optimisation problem. They also
can be adapted to solve many various problems such
as planning (Alabdulkader et al. 2012; Cizek and

Table 1. The constants of the problem model

Model a b C SSE
CASY3 244.5 169.1 -0.015 203.50
CASY5 42.6 206.2 -0.046 485.77

Source: Meloun (1996)

Stastny 2013), learning (Skorpil and Stastny 2009;
Lysek et al. 2012) and even the automatic creation
of computer programs and many other applications
(Koza 1992; Munk and Drlik 2011; Beranek 2012).
On the other hand, these algorithms consume quite
large computing resources.

New areas of research can benefit from the usage
of such algorithms as the computing power increases
significantly in the years. These algorithms substan-
tially benefit from the ability of new processing units
to perform computations in parallel.

The evolutionary algorithm uses operators inspired
by nature such as the crossover and mutation to
explore new solutions of the given problem. The
crossover operation is responsible for the recombi-
nation of the existing individuals into new ones. The
capability of the algorithm to search for solutions
which are not combinations of the initial population
is provided by the mutation operator. This operation
randomly modifies the selected individuals.

Each iterative run of the algorithm consists of the
evaluation of all members in the population; the in-
dividuals are selected for the crossover based on their
quality (calculated by the capability to solve the given
problem). The better the individual performance,
the higher is its chance to reproduce. The resulting
members are used to compose a new population. The
flow of the algorithm is shown in Figure 2. The flow
of the genetic algorithm.

The whole process is driven by the fitness function,
which is a formula that measures the quality of each
individual in the population. Based on the fitness
value, the individual is selected for the crossover
more or less often.

Each individual contains the genetic information
stored in the chromosome which is presented as the
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Figure 2. The flow of the genetic algorithm

Source: Stastny and Skorpil (2007)

one-dimensional array of numbers. The values of
the chromosome represent the solution of the given
problem in some form. The chromosome encoding
can be different for every problem being solved. To
calculate the fitness value, the chromosome has to
be decoded and the individual has to be evaluated.

First phase of the regression model search - the
grammatical evolution (GE)

We used the grammatical evolution (Ryan and
O’Neill 2003) with the backwards processing of
the chromosome (Popelka and Stastny 2009). The
framework is our own system written in the Java
programming language. The system was also used
in our previous research published in (Lysek et al.
2012; 2013).

The grammatical evolution combines the evolu-
tionary methods with the context-free grammars
(Hopcroft and Ullman 1969). The grammar is defined
by a set G = {N, T, P, §}. N is a set of non-terminal
symbols. T'is the set of terminal symbols (the result-
ing computer program is composed of these). P is the
of production rules which are used to translate the
non-terminals into terminals. The starting symbol is
denoted S. This approach is inspired by the genetic
programming (Koza 1992).
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The values of the chromosome are used to select
the variant of the production rule. If the chromo-
some contains for example value 20 and we should
translate the non-terminal with 6 possible rewrites,
we calculate the modulus of division 20 mod 6 = 2
and therefore we select the third possible rewrite.
The indexing has to be zero based.

The length of the chromosome is given and it
defines the maximal length and complexity of the
resulting regression model. We employed a custom
operator to maintain the diversity of the population
by calculating the Levenshtein distance (Levenshtein
1966), of string representations of the population
members. The diversity operator function descrip-
tion follows:

— Take the current population of individuals ordered
by their quality (the best individuals are on top)
as an input.

— Create the temporary population.

— Pick all members of this population one by one.
— Pick each member of the temporary population

and compare the string distance. Remember the
lowest value.

— If the distance between any two individuals
is smaller than a certain threshold value, do
not add the member of the input population
into the temporary population, otherwise, the
member is added into the temporary popula-
tion.

— Fill the temporary population with random indi-
viduals up to the specified capacity.

— Return the temporary population as an output.

Second phase of the regression model search —
the differential evolution (DE)

To achieve the best result, we introduced second
phase of optimisation. This phase is based on the
differential evolution algorithm (Price et al. 2005).
Second phase is executed if the translated individual
contains one or more constant terminal nodes. This
terminal has a default value set to zero, but this value
can be adjusted by the differential evolution. There
is a possibility to use another optimisation algorithm
but we choose to implement the algorithm based on
the evolution as we were able to use the common
programming technique.

The differential evolution is a process designed
for the optimisation of numeric values. The length
of the chromosome is variable and in our approach
it is determined by the amount of constant nodes.
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The crossover and mutation operations are replaced
by one reproduction procedure. The simplified re-
production procedure description follows:

— Select three different members’ ", m and m, for
each member m, in the current population. The
members must be different so thati=; = k= L.

— Create the temporary chromosome ch™"” which
gene values are calculated by formula 2. The value
MR is the mutation rate.

— The chromosome of the selected individual ¢k’ and
chromosome k"™ are combined randomly based
on the value of the crossover probability.

chi™ = ch), + MR x (chk — chb) (2)
The procedure of the constant optimisation is in

Figure Figure 3. The flow of the differential evolu-

tion for the constant optimisation. The described

DE process is executed optionally before each fitness

calculation in the GE process. The condition is based

on the presence of constant terminals in the translated
individuals. As the fitness evaluator for each member
of the DE process is set the original GE member. In
every iteration of the differential evolution algorithm,
the optimised constant values of each DE member
are transferred into the GE member in sequence.

The fitness value is calculated for all DE members in

the current population using the GE program with

the assigned constants. The resulting fitness value
is stored into the DE member.

Parameters of the genetic algorithm and
experiment settings

The parameters with most significant effect on the
evolutionary process are presented in this section
for both the grammatical and differential evolution.
Table 2 contains the overview of these parameters.
As a selection strategy, there was used the tourna-

Table 2. The parameters of the GE and DE algorithms

GE phase DE phase
Population size 2000 20
Iteration count 500 50
Chromosome length 20 Variable
Crossover rate 0.8 0.5
Mutation rate 0.1 0.5
Elitism Off Off
Selection strategy Tourngment Tourngment
selection/5 selection/5

Source: own data
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ment selection of size 5 for both processes (Miller
and Goldberg 1995).

Also the fitness formula is very important as it
guides the optimisation process towards the requested
results. We used the SSE value directly as a fitness
value for both optimisation phases. The formula
used for the calculation of the fitness value F for the
individual m follows:

n
F(m) = Z(yi model — Vi data)z 3)
i=1

The dataset contains # values; these are treated
as control points y, , .. The output values y, ..
of the current model presented by the translated
chromosome are subtracted from the control points.
The results of subtractions are squared and added
together. The lower the fitness value, the better is
the individual.

This means that the strategy of the evolutionary
algorithm is set to minimize the fitness value; such
strategy forbids the usage of the popular roulette-
wheel selection, but the used tournament selection
is not affected. This kind of selection only requires
information which of two compared individuals is
better.

The procedure was executed multiple times (10
executions for the CASY3 dataset search and 20
executions for the CASY5 dataset search). The best
individuals of all runs for each dataset will be pre-
sented the results section.

The grammar used for the chromosome
translation

The grammar we used contains only the termi-
nal symbols, which we suppose the problem solu-
tion will require. An attention is required only for
the terminals pdiv a plog. These two terminals are
the modified mathematical operations division and
natural logarithm. The first is modified such that
the division by zero results into zero and not error.
The latter returns also zero for the negative input
values and zero. The reason of such modification
is that we would like to preserve the mathematical
model as it can possess a good structure and it can
be later modified by hand.
<expr> ::= <var> | <const> | <math_op>

(<expr>,<expr>) | <math_fun>(<expr>)
<math_op> = add | sub | mul | pdiv
<math_fun> ::= sin | plog | exp
<const> = C
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RESULTS AND DISCUSSION

To measure the quality and to compare the mod-
els, we calculated the SSE values for all four models
(original models for the CASY3 and the CASY5 given
by formula 1, the GE models for the CASY3 and the
CASYS5 created by our system). The resulting values
were compared together. These calculations were
done in the Matlab environment.

Table 3 contains the comparison of the models qual-
ity. The quality of both our models is better than the
quality of the source models. For the CASY3 dataset,
the difference is quite high. Our CASY5 model is, on
the other hand, only very slightly better.

Regression models created by our algorithm are
presented here. Constant values are inserted directly
into the model, as that is the form of output from
our framework. The CASY3 dataset model follows:
sub(394.2327778621829,sub(plog(3897.3005844181
68),sub(mul(sin(plog(x)),19.024858864988794),x)))

And regression model for CASY5 dataset:
add(mul(103.37341027736862,sin(plog(x))),sub(sub
(x,c08(5110.130972253164)),-474.6369460444114))

The resulting models can be optimized by hand —
there are mathematical functions with constant param-
eters which can be replaced by another constant. This
post-processing function can also be implemented
into the used framework.

Finallyin Figure Figure 4. Comparison of the GE and the
original model for the CASY3 (a) and CASY5 (b) datasets
Source: own data, there is a visual comparison of
models for the CASY3 and CASY5 datasets. Our
new models are presented as a continuous line, the
original models have a dashed line. Crosses are the
original data-points.

Two testing datasets (Meloun 1996) were used to
demonstrate the ability of the evolutionary methods
to solve the regression problem. The resulting model
quality was measured using the SSE value which is a
common measure of quality used in many regression
or forecasting applications (Stencl et al. 2011). In one
of the testing instances, we obtained the result better
than the original model. In the second instance, the
result was only slightly better. However, it is pos-

Table 3 The comparison of the SSE values

Model SSE original SSE GE
CASY3 203.50 140.65
CASY5 485.77 485.27

Source: own data
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Figure 4. Comparison of the GE and the original model for the CASY3 (a) and CASY5 (b) datasets

Source: own data

sible to obtain a better result in another run as the
algorithm is stochastic.

The advantage of a better regression model is that the
consequent calculations based on the regression model
can gain more accuracy and less uncertainty (Popelka
and St’astn)’l 2009; Kapounek and Poménkova 2013).

CONCLUSION

In this contribution, we demonstrated the usage
of the two-phase evolutionary approach used for the
model search. This approach can help to create more
accurate regression models in any field of research.

The main advantage of this approach is that the
method is capable to find the model automatically
without any need to specify even the rough structure
of it. This ability can be utilized when the methods
are not applicable — the character of the dataset is,
for instance, impossible to approximate by a single
mathematical function.

Another advantage is the division of the process
into two separate phases. The first phase is a search
for the optimal model structure; this is accomplished
by the grammatical evolution method. The second
phase is the optimisation of the model constants; we
used the differential evolution method for this task.
In the future research, we would like to test other
optimisation methods, suitable for the numerical
values optimisation, for this phase. The differential
evolution method may be used separately to improve
the existing regression models.

Moreover, our contribution proves that even if the
character of the dataset is fairly simple, our combined
method is capable of finding better results than the
proposed mathematical model designed by hand. On

the other hand, the obtained mathematical model
can be more difficult to understand and can be more
complex. The structure of the model is not a problem
if a computer is used to analyse the results.
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